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1. About napp-it cs

Since around 2008, napp-it SE (Solaris Edition) was the first feature complete and easy to manage ZFS Web-Gui

for (Open)Solaris and NexentaCore, then for the free Solaris fork lllumos with Open-ZFS around Openlindiana and
Omni0S. Now napp-it SE is ported to napp-it CS (Client/Server) to manage nearly any ZFS Server or Serverfarm on
Free-BSD, Illumos, Linux, OSX, Solaris or Windows. Support for the upcoming ZFS on Windows requires integration in
the Windows Storage Spaces concept to allow a seamless cooperation.

napp-ifs, ZFs appliance v. win 24.07.28 dev logout: admin | win | Cache
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cs_omni~192.168.2.203 v | » Filesystems

localhost~127.0.0.1

b1-192.168.2.40 ilesystems > ZFSEncryption ZFSVolumes > Windows Storage Spaces Delete ZFS cache
s omni-192.168.2.203 ProMonitor:02:4753s Pool@® Cap@® Disk@® Jobs®
cs_windows111-192.1682.64  1"192:1682 i ios;0mnios omnios-15105 jc524.06.12 ——
free_bsd_14~192.168.2.75

0mnio46~192.168.2.44

05X-192.168.2.78 ORIGIN MOUNTPOINT SHARENFS SHARESMB ~ CANMOUNT MOUNTED NBMAND REC AVAILABLE USED RES RFRES QUO RFQU SBS SYNC COMPR DEDUP CRYPT ATIME RDONLY
proxmox_1-192.168.2.71 - /datenl off off on yes off 128K 2.46T 4277 none 100G none none 0  standard lz4 off none  off off
raspberry4~192.168.2.89 E Jdaten1/11 off off on no on 128K 2.37T 216K none none none none 0  standard lz4 off avail off off
smartos-192.168.2.96 /datenl/_Pool_Benchmark off off on yes off 128K 2.37T 300G none none none none O always off  off  none off off
:ﬁ::;‘:;?;ji;;gz /datenL/app off appig on yes on 128K 2.37T 3266 none none none none 0 standard lz4  off  none off  off
Win2019-ad-192.168.2.124 - /datenl/backup_appliance off off on yes off 128K 2.37T 125M none none none none 0  standard lz4 off none off  off
e — = Jdatenl/backup_iso off backup_iso on yes on 128K 2.37T 144T none none none none 0  standard lz4 off  none off off
datenl/backup_iso/nvme_nfs - /datenl/backup_iso/nvme_nfs off backup_iso on yes on 128K 2.37T 243G none none none none 0  standard lz4 off none off on
datenl/backup_iso/nvme_nfs.alt - /datenl/backup_iso/nvme_nfs.alt off backup_iso on yes on 128K 2.37T 2006 none none none none 0  standard lz4 off none off on
daten1/conny - /datenl/conny off conny on yes on 128K 2.37T 798G none none none none 0  standard lz4 off  none off off
datent/conny.bak - /daten]/conny.bak off conny.bak,g on yes on 128K 2.37T 20IM none none none none O standard 24  off  none off  off
datenl/denise - /datenl/denise off denise on yes off 128K 2.37T 130G none none none none 0  standard lz4 off none off off
datenl/guenther - /datenl/guenther off guenther on yes on 128K 2.37T 1005G none none none none 0  standard lz4 off none off off
datenl/key = /datenl/key off key on yes on 128K 2.37T 176K none none none none 0  standard 1z4 off none off  off
datenl/keyserver - [daten] /keyserver off keyserver  on yes on 128K 2.37T 96K  none none none none 0  standard lz4 off none off  off
datenl/media - /datenl/media on media on yes on 128K 2.37T 610G none none none none 0  standard lz4 off none off  off
datent/napp-it - /datent/napp-it off napp-it on yes on 64K 2.37T 1856 none none none none 0 standard lz4  off  none off  off
datenl/nfs - /datenl/nfs on nfs on yes on 128K 2.37T 195G none none none none 0  standard lz4 off none off off

- End logging, + topmenu edit- o

Initially only a functioning ZFS in a Windows environment was intended but then we decided to add full Storage
Spaces support to enable Windows as a NAS option for everyone, not only the skilled Microsoft Storage Experts.

Napp-it cs is not only a solution to manage a single Windows or ZFS server.
It was build to manage Serverfarms with ZFS on any 0S

1.1 Start napp-it CS web-gui on Windows

There is no setup. Just download https://www.napp-it.de/doc/downloads/xampp.zip
and unzip the xampp folder to c:\xampp. Then start the web-gui (mouse right click as admin):
«C:\xampp\web-gui\data\start_server_only_as_admin.bat" and open a Browser at https://localhost

2. Windows Storage Concept

Windows was for years known for weak software raid concepts compared to Linux or Unix. This is why many are still
using hardwareraid on Windows while on Linux/Unix superiour modern software raid like btrfs or ZFS is common.

In a current Windows (desktop or server edition) there is not only the weak/old software raid available but also the
modern Storage Spaces concept that allows a flexible pooling of disks (any type, any size) with realtime data redun-
dancy despite disks of different sizes or automatical data tiering between HDD, SSD or SCM/NVMe storage Tiers. This
is a flexibility far above normal realtime raid including ZFS. With the new ReFS filesystem, this flexbility is paired on
Windows with realtime checksums and Copy on Write ideas from ZFS and Hyper-V, one of the best Hypervisors.

Why is everyone talking about btrfs or ZFS webmanaged storage appliances and ESXi/ Proxmox VM servers instead
the Windows machine you already own with Storage Spaces and Hyper-V that anyone knows and is able to manage?

Like Sun with ZFS in 2008, MicroSoft has a quite superiour storage technology but is not able to reach the mass
market. While Sun had a strong focus with ZFS on ,big enterprise” that failed to achieve enough revenues, the
Windows problem seems simply weak usability with high complexity and lack of easy or full featured management
tools outside the Server editions and a missing web-gui for easy remote management. We can change that with more
than 15 years of experience in webbased storage management. The Best: You can decide when to use Storage Spaces
and when the upcoming Open-ZFS on Windows that has reached a quite final release candidate state.



https://www.napp-it.de/doc/downloads/xampp.zip
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3. Windows Storage Pools
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Tocalhost-127.0.0.1 ~]>> Pools » Windows Storagepool

Help > Pool Overview > Create Storagepool > Expand Storagepo (RS agepool > Optimize Storagepool > Remove Storagepool > Storage Jobs
— sessiontme invalid_Pool@ Cop@ DiskB Jovs@

Storage Pools on localhost~127.0.0.1:MSWIn32,local Windows 1 Help |
Windows Storage Pools AR

Pool Operational Size Alloc Physicaldisks

tank ok 752268 1125GiB 953.6.4.8,7

Primordial ok 613.0468 7355GiB 95032.6418,7

Hash win Pool Overview

Disks per Pool

Get-StoragePool tank | Get-PhysicalDisk Hashzfs Create Storagepool

tank Expand Storagepool

Number FriendlyNane SerialMumber NediaType CanPool 2 .

777777777777777777777777777777777777777777777777777777777777777777777777777 Pool Config and Tiering

B SUN ConsTAR sso False 0K Healthy A

s SUN COMSTAR +oD False 0K Healthy A Shrink Storagepool

3 SUN COMSTAR +oD False 0K Healthy A

B SUN ConSTAR +oD False 0K Healthy A Lecr 1o 68 .

4 SUN COMSTAR HDD False 0K Healthy A G e e

s SUN COMSTAR sso False 0K Healthy A

7 SUN COMSTAR sso False 0K Healthy A Remove Storagepool

Storage Jobs

Tiers per Pool

Get-StoragePool tank | Get-Storagetier

cank

Friendlyane  TierClass MediaType ResiliencySettingane FaultdomainRedundancy Size FootprintonPool StorageEfficiency

HOD_Mirror_Tier Unknown DD Wirror 1 o8 ok

$SO_Parity_Tier Unknown  SSD Parity 1 o8 ok

SCH_Parity_Tier Unknown  SCM Parity 1 o8 PrY

SCH_Mirror_Tier Unknown  SCM Wirror 1 o8 oE

HDD_Parity_Tier Unknown HDD Parity 1 o8 ok

$SO_Sinple_Tier Unknown  SSD sinpte o o8 ok

SSO_Mirror_Tier Unknown  SSD Wirror 1 o8 PrY

HDD_Sinple_Tier Unknown DD sinpte o o8 oE

SCH_Sinple_Tier Unknown  SCM sinpte o o8 ok

localhost/cgi-bin/admin.plZid=admin, 1722212003, 1xwJMPISkAyO Shry&member=localhost~127.0.0.1&11=06_Pools&l2=12_Windows_Storagepool&l3=02_Pool_Overview »

Unlike a classic Raid array or ZFS Pool, a Windows Pool is not the place where data is organized. It is just like a basket
where you throw in whatever you have, Harddisks, SSD, NVMe or SCM disks. As there is no redundancy on Pool disks,
size, type or number of disks does not matter in a first step. To create a Windows Storage Pool, just assign any of
your disks to one or more Storage Pools.

To destroy a pool, just delete all Storage Spaces, then the Storage Pool.

4. Windows Storage Disks
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localhost~127.0.0.1 v | > Disks > Windows Mand

» Help > Physical Harddisk > Virtual Harddisk vhdx > Sef g Disks folumes and Partitions > Storage Jobs
Pro Monitor: 03:02 515 Pool® Cap® Disk @ Jobs@
e 0.0. ocatWindows ZFS Management I —————
i § Windows Management X § §
DevicelD Uniqueld Bu: Pool C: ZFS Status Size hide
physicaldrived eui.0025388C91D12047 NVI i S Insufficient Capacity no OK  Healthy 0025_388C_91D1_2047. 512.11GB windows os
physicaldrivel 600144F06DAD17700000666FED8F0004 ISC] Ehemeliins pivsicalllanddisk Insufficient Capacity no OK  Healthy 10.74GB
icaldrive2 600144F0GDADIT: £D900005 iSC] ) . 1 Insufficient Capacity no OK  Healthy 1074GB  hide
3 6001 D17 1 isq Hash disk Virtual Harddisk vhdx Ina Pool no OK  Healthy 107468
physicaldrived 600144F06DAD17700000666EB8930002 ISCSI  Auto-Select SUN  COMSTAR Ina Pool no OK  Healthy 1074 GB
6001 D17 iSCSI lect SUN  COMSTAR SetType and Usage Ina Pool no OK  Healthy 10.74GB
physicaldrives 600144F06DAD17700000666FEDI10006 ISCSI  Auto-Select SUN  COMSTAR Ina Pool no OK  Healthy 10.74 GB
physicaldrive7 600144F06DAD177000006672E2920007 ISCSI  Auto-Select SUN  COMSTAR Remove Harddisk Ina Pool no OK  Healthy 1074 GB
physicaldrives 600144F06DAD1770000066768F3D0008 iSCSI  Auto-Select SUN  COMSTAR Ina Pool no OK  Healthy 1288GB
physicaldrive9 800144F06DAD1770000066768F3E0009 iSCSI Auto-Select SUN  COMSTAR Volumes and Partitions Ina Pool no OK Healthy 12.88GB
-
localhost/cgi-bin/admin.pl?id=admin, 1722212003,1 kAyOShry&member=localhost~127.0.0.1&1=05_Disks&I2=07_Windows_Management&l3=03_Physical Harddisk >

Windows uses ,Physical Disks" as members of a Storage Pool. These are not only ,real” disks like HDD, NVMe or SCM
but also ,Virtual HardDisks" like iSCSI targets or ,Virtual VHDX Harddisks" that come from Hyper as high performance
filebased devices with a size up to around 64000GB that can be located locally or remote on SMB. You can set the
Mediatype HDD, SSD or SCM per ,Physical Disk" This allows to place Storage Spaces on disks of a dedicated per-
formance level or a Tiered Storage Space where dedicated/hot/newest/often requested data is automatically placed

on the fast storage Tier and cold/old/not so often requested on the slower Tier. You can use three Tiers (HDD, SSD,
NVME/SCM). If you use remote Virtual VHDX Harddisks over SMB direct (requires Windows Server), you can build a
high performance Storage Cluster over Nodes even with desktop Windows as nodes.

You can add new disks at any time to a Pool. To remove a disk, set it to state ,retired”, then remove if Resiliency
allows a removal. You can also use disks for Journal or Hotspare. A Writecache can be defined per Virtual Disk on a
faster MediaType disk.
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5. Windows Storage Spaces

-
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About Privatemenus Help System User Disks Pools Filesystems ZFSSnaps Jobs ZFSservergroup

localhost-127.0.0.1 v | Filesystems » Windows Storage Spaces

Help > Spaces Overview > Create Storage Space > Create Storage Tier > Dd

“ ST ENEEL TR EE=S ce > Volumes and Partitions > Storage Jobs

- sessiontimeinvalid Pool® Cap® Disk® Jobs@®
Storage Spaces on localhost-=127.0.0.:MsWin32,local Wi 1 Help ——
Windows Storage Pools £FS Datasets
Pool ‘Operational Readonly Size Alloc
tank oK ZFSFilesystems False 752268 1125618
Primordial 0K False 613.04GB 73.55GiB
ZFS Encryption
Windows Storage Spaces (Virtual Disks)
FriendlyName  Status Health  Provisioning  Interleave  Allo ZFSVolumes NliaType  IsTiered  DataCopi i il size Footprint  OnPhysicalDisks

s1 0K Healthy  Thin 262144 256 alse 1 Mirror 2.15GB  10.20GB 9:8;7

Windows Storage Spaces

Delete ZFS cache Spaces Overview
Create Storage Space
Create Storage Tier

Destroy Storage Space

Repair Storage Space

Volumes and Partitions

localhost/cgi-bin/admin.pl?id=admin, 1722212003, IxwJMPISkAyOShry&member=localhost~ 127.0.0.18I1=07_Filesystems and Spaces&I2=20_Windows_Storage_Spaces&i3=02_Spaces_Overview »

A Storage Space is a thin or thick provisioned ,Virtual Disk" with a flexible size that you can create on a Storage

Pool with an expandable size. You can create Storage Spaces with different redundancy levels ex Simple, 2way Mirror,
3way Mirror, Parity or Dual Parity, on a dedicated media type or a tiered Space over different media types with auto-
matic tiering. Realtime Redundancy (Resilency) is not based on Disk Raid but Data Copies on one or more disks. When
you create a Storage Space with NTFS or ReFS, you can set AUS (Allocation Unit Size). The default 4K is slow but
space efficient with small files. For a good performance you should use larger values ex 64K with ReFS or 64-512K
with NTFS, read https://wasteofserver.com/storage-spaces-with-parity-very-slow-writes-solved/

6. Windows Storage Tiers
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Tocalhost-127.0.0.1 ~ > Fllesystems > Windows Storage Spaces » Create Storage Tler

Help > Spaces Overview > Create Storage Space > Create Storage Tier > Destroy Storage Space > Repair Storage Space > Volumes and Partitions > Storage Jobs

sessiontimeinvalid  Pool@® Cap® Disk® Jobs®
Create a Windows Storage Tier Virtual Disk on localhost-127.0.0.1:MSWIN32,local Windows |
Storage Tiering

Tiers are groups of disks in a Storagepool with a different performance grouped by media type. This allows Windowis to place hot data automatically on the fastest Tier and cold data on the slower Tier based
on access patterns. You can split the space over Tiers. You cannot change that later. Autotiering is once a day or optimize manually via defrag.exe /C /H /K /GCheck twice for needed disks per Tier for redundancy and available capacity per Tier. Tiered Spaces require fixed provisioning

Create a Storage Tier (Ti i : ank

New Tiered Storage Space Name

Resilency Type of Tiered Storage Space
Mirror requires 2 Disks, Sway mirror 5 disks, Parity 3 disks and
dual parity 7 disks

Physical disk redundancy
Disks allowed to fail, ex 0=none, 1=Mirror/Raids, 2=Raid 6

Write cache on fastest Tier

B (& [V = [5]
Hil EDI
< ) <
<

‘Space Size Slow Tier
standard Tier (HDD) ex 2078

Space Size SSD Tier
Fast Tierex 158

=
E
@

‘Space Size SCM Tier
Ultrafast Tier ex 50068 (if available)

Filesystem
ReFS needs OS support,
Dev is ReFS on a normal Win11 with AUS 4K-64K

Driveletter

Allocation Unit Size
Default=4k, larger values are faster but not as space efficient
NTFS: 4-2048K, ReFS 4-64K

Optional settings for New-Virtualdisk ex ]
-NumberOfColumns 3 v

4 »

g 3 g
K B
<

A Storage Tier is a special Storage Space that you can span over disks of different media types with an automatical
move of files between slower and faster Tiers. To use Tiers you must set a media type per disk and you must prepare
the Storage Pool by creating Tiers for different Resilency levels.


https://wasteofserver.com/storage-spaces-with-parity-very-slow-writes-solved/

7. Windows Volumes and Partitions

AOPP—He comm 275 appliance v. win 24.07.28 dev

s ZFS servergroup

© - Volumes and rartitions - Storage Jobs

A partition is a logical division of a disk (physical or virtual). A volume is a logical assembly of one or more partitions
which the operating system knows how to use as a mass storage container. When you create a Storage Space a parti-
tion and a volume is created anf formatted with ntfs or ReFS (Dev-Drive on Windows 11)

8. Windows Filesystems

On Window you can use different filesystems each with other advantages or disadvantages.
You can place a partition and a volume with any filesystem on a physical disk, a virtual disk or a virtual harddisk,
With the help of Storage Spaces even with tiering, thin provisioning or SSD write caches

FAT filesystems are the oldest. They are quite restricted in size and not so robust.

If you just unplug an USB stick with FAT during write, the filesystem is mostly damaged.
Advantage: They are perfect to move some data between any systems

Disadvantage: Low reliability

NTFS (New Technology FileSystem) is the default since Windows NT. It is quite robust and good for large disks.
If you just unplug an USB stick with NTFS during write, the filesystem is mostly damaged.

Advantage: very stable and bugfree, many features like Compress or encryption

Disadvantage: Lack of state of the art features like realtime checksums or Copy on Write

ReFS (Resilent FileSystem) is a modern filesystem with Copy on Write and realtime checksums similar to ZFS.

If you just unplug an USB stick with NTFS during write, the filesystem remains mostly good due Copy on Write.
Advantage: more robust as NTFS

Disadvantage: not as mature as NTFS, partly incompatible versions, still not bootable, lacks some NTFS features

ZFS (Zetabyte FileSystem, last word regarding Filesystems, 128bit with checksums and Copy on Write). It combines
Filesystem, Volume and Raid Management with a superiour feature set above ReFS like realtime dedup and compress,
encryption per filesystem, sync write to protect a rambased writecache, Hybridpools based on small/large data, superi-
or Raid concepts over multiple striped vdevs, Draid or Z3 where three disks are allowed to fail in a Parity Raid.
Advantages: Offers everything you want to protect even Petabytes of data, widely used on any OS, Replication
Disadvantage: Still beta on Windows (very near to be usable, ZFS is stable, Windows OS integration needs some work)

9. Open-ZFS vs NTFS/ReFS

In the moment ZFS on Windows reaches a state where you can use it with a similar stability to Open-ZFS on BSD,
Illumos or Linux, you mostly prefer ZFS over NTFS/ReFS especially with large arrays where you want ZFS snaps and
ZFS replication to keep even high load, high capacity filesystems in sync with a short delay. Large arrays with hund-
reds of disks are even easier to manage than a usual Windows fileserver with a few disks. Outside ZFS you miss Snaps,
sync write protection in software (similar to hardware raid with BBU).

But ZFS still lacks real data Tiering, flexible integration of different disks (in size and mediatype) and is slower than
NTFS or ReFS. A Windows SMB Direct Fileserver with 40-100Gb nics ex foe multiple user videocut is much faster
than a ZFS solution. On Windows you can have both, select based on use case.
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10. SMB multichannel and RDMA

You mainly use a storage server as fileserver via iSCSI when you need blockstorage (remote disks). If you need multi-
user fileaccess or authorisation and authentication SMB is the matter of choice. SMB is originally the sharing proto-
col from Windows so any SMB server should behave like a Windows server for best compatibility.

If you need a good performance, you can use any SMB server with nics better 1G (2.5G, 5G or 10G). If possible use
one or more 10G nics or nics 20-100G. This allows a performance comparable to local disks over network.

Beside SMB version (1,2,3) and support for Windows ntfs ACL permissions there are two SMB features that are
performance relevant.

With a 10G nic, expect 300-500 MB/s network performance with some tunings and Jumbo frames up to 900 MB/s.

In a multiuser/ multithreaded environment a single threaded SAMBA SMB server can limit against a Windows Server
or multithreaded Solaris kernelbased SMB server. For really high performance demands > 1000 MB/s you need SMB

multichannel with SMB direct/ RDMA.

10.1. SMB multichannel

SMB Multichannel enables file servers to use multiple network connections simultaneously. It facilitates aggregation
of network bandwidth and network fault tolerance when multiple paths are available between the SMB 3 client and
the SMB 3 server

10.2 SMB direct

SMB direct additionally allows supported networks adaptors to have Remote Direct Memory Access (RDMA) capabi-
lity. This can reduce latency and CPU usage. If supported by both client and server, SMB direct can greatly increase
performance.

SMB direct is an alternative to ip connections . For SMB direct, use SMB direct capable nics >= 20G, a Windows
Server edition as SMB server (up from a free Server 2019) and Windows 11 as SMB clients. SMB direct/RDMA on
SAMBA is not ready.

https://learn.microsoft.com/en-us/windows-server/storage/file-server/smb-direct

Any comments?
Send an email to support@napp-it.org
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